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Abstract. It is expected that connected and autonomous vehicles (CAVs) will
become a regular mean of transportation by the year 2022. To fully leverage the
potential of this new technology it is necessary to equip such cars with efficient al-
gorithms permitting them to drive in a safe and possibly optimal manner. Thereby
we aim to design and implement tools for evaluation of strategies for driving and
interactions in various settings. In this paper we present results of the first stage
of our bigger research program on a simulation framework of CAVs.

A search for balance between huge complexity of representing of real-world
CAVs and comprehensibility of the solution led us to the paradigm of multi-agent
systems. Beliefs-Desires-Intentions (BDI) systems offer useful abstractions for
activities of a single self-driving car and a whole systems of such vehicles. In-
deed, the BDI framework helps to combine two distinct natures of a self-driving
car: its reactiveness and proactiveness. Moreover, modularity of the resulting ar-
chitectures for an individual CAV and urban traffic induced by these cars makes
the design easily extensible and resilient. We also consider technical aspects of
implementation for a regular desktop computer on a large scale of hundreds and
thousands vehicles. Our prototype verifies feasibility of this concept.

1 Modelling CAVs

Representatives of biggest automotive manufacturers predict that connected and au-
tonomous vehicles (CAVs) will be fully deployed in five years [28,19,27,9]. Such self-
driving cars, trucks and buses have been heralded as a solution to many problems in
transportation [7,12,20]: from car accidents, through traffic jams, to insufficient num-
ber of parking slots. However, in order to observe the expected improvements in the
nearest future, this promising technology needs to be carefully evaluated, for example
with the use of a simulation. Hence, our ultimate goal is creating an efficient and flexi-
ble framework suitable for simulating CAVs, in particular their interactions and driving
strategies. For this purpose we need to model traffic induced by CAVs on a detailed,
microscopic level.

Due to huge complexity of real-world technologies applied to a CAV, we do not
aim to consider the engineering details. Rather, we represent CAVs as entities capable
of getting from a location A to another location B along a given path (the route is
determined a priori). They possibly differ in size or certain properties but implement the
same algorithms and protocols. The vehicles should be able to exchange data with the
infrastructure and all neighbours within a distance not exceeding a specified maximum
while keeping their driving safe and possibly optimal.
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As far as safety is concerned, in the ideal case, CAVs should prevent all collisions
that are physically avoidable. The drive is considered to be optimal if there are no un-
necessary delays. Thus, the agent should head towards its destination with the maximal
allowed speed and do not stop or slow down unless it is compelled to do so. When
informed of unexpected situations that make the current route impassable, it should
ask the navigation system for an alternative path. Other ways of improving driving are
optional and involve coordinated interactions with the environment.

To explore this kind of optimizations, we focus on traffic conditions of modern
urban and suburban areas: district-size territories which are densely cut by streets,
jammed with cars in rush hours. The environment includes just the basic elements of
road infrastructure: roads, traffic lights and a traffic management system. We do not pay
special attention to non-CAV traffic members, though their presence manifests itself in
unexpected disturbances. Vehicle sensors are assumed to function perfectly as long as
they are responsive, whereas possible malfunctions contribute to the already significant
non-determinism.

To obey conditions and requirements agents need to behave cautiously: keep a
proper distance to a car in front and not overestimate the limited precision of the col-
lected data. There is hardly a possibility for a single CAV to improve its performance
in terms of driving time. This is why interactions become essential to optimizing the
system as a whole and CAVs need to communicate not only to learn about the environ-
ment but also to influence it. In fact, their intelligence is sufficient for self-organization
while complex interactions are essential for their behaviour.

Hence, to model CAVs, an appropriate paradigm of MAS should be used: the one
that combines goal-directed reasoning with event-driven behaviour (for a discussion
see [30] and references there). Our research leads us to the classic and well-described
BDI concept. While referring to beliefs, desires and intentions, the paradigm seems
to be the one that satisfies the requirements (for a discussion see [5] and references
there). The BDI framework introduces useful abstractions for most of CAV activities,
like collecting data or planning actions. By mimicing human-like behaviour, BDI allows
us to represent complex reasoning in a comprehensible way: this would allow end-users
to analyze and modify decision algorithms. However, to create efficient simulation tools
we need to modify slightly the classic understanding of the BDI notions [26] and create
a tailor-made version of this framework.

Here we present our attempt to design BDI architectures for modelling both: a sin-
gle self-driving car and a whole system of such vehicles. The paper is organized as
follows. In Section 2 more aspects of BDI are discussed in the context of CAVs. Then
we describe the architectures: for a single self-driving car in Section 3 and for the multi-
agent system in Section 4. Section 5 reviews the proposed architecture and outlines our
future work.

2 The BDI approach

Among advantages of the BDI framework, especially compelling is the ability of agents
to differentiate between goals that should be pursued in general and obligations that
must be fulfilled at a given moment [29]. Such categorization helps to express motiva-
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tions for actions planned by an agent and allows CAVs to coordinate their behaviour in
accordance with global priorities, e.g.: a vehicle cannot optimize its route at the cost of
safety of other self-driving cars.

2.1 Interactions

The need for coexistence between individual CAVs implies two basic rules that govern
the simulated interactions:

— a CAV should try to optimize its travel time;
— a CAV must help others in their attempt to drive faster only if there is no conflict
of interests.

A good example of interactions that rely on these rules is vehicle platooning [4]: while
almost all of CAVs travelling as a group derive significant advantages, there is no benefit
for the leader. Even though, if leading a platoon causes no losses, a CAV is required to
agree whenever asked for the favour.

In other situations, like crossing an intersection with no signal controls, self-driving
cars are forced to reach an agreement even though it may slow down at least some of the
involved agents. Yet, it is possible to solve such conflicts of interests, e.g. by ordering
inconsistent requests in accordance with timestamps or introducing more sophisticated
mechanisms (like efficient scheduling [14] or negotiations [3]). Reaching a consensus
applies also to planning optimal routes: to minimize congestion or travel time, agents
can try to avoid traffic jams by changing their paths voluntarily [31].

The above examples prove that modelled CAVs should be able to constitute a co-
operating system with no central management. To choose the right solution together,
CAVs have to take a comprehensive view on the situation, specifically, they need to
be aware of individual commitments and long-term goals. Hence, our model of a self-
driving car embraces abstractions of beliefs, desires and intentions, whose meaning
underwent slight changes to better suit the context of CAVs.

2.2 Beliefs

Since we assume correctness of collected data, we deal with knowledge rather than
beliefs. At the same time, the access to information is limited: vehicles do not receive
regular messages about distant cars or areas, nor explore them remotely. The only ex-
ception is an emergency situation, when a CAV gets alerted to a road becoming im-
passable. For this reason the procedures of driving are designed to run algorithms on
restricted input, whereas data of a CAV can be categorized in the following way:

— knowledge the car is endowed with at the very beginning of its travel, which include
information about the map, kinematics and other mechanisms of the environment;
for example, an agent understands the way signal control functions and is able to
compute the appropriate acceleration to reach a given speed;

— regularly updated values of the environment, such as: a phase of traffic lights, other
agents within the range and their parameters;

— alerts about non-deterministic events, e.g.: a car accident or an obstacle;

— self-awareness about the physical and mental state of itself, e.g.: the own length
and width, its current position, selected actions and — desires.



4 Inga Riib, Barbara Dunin-Keplicz

2.3 Desires

Desires refer to an agent’s pro-attitudes: everything that a CAV wants to achieve or
maintain. We divide them into basic and meta desires. Basic desires are always valid
and bring about short-term modifications of the physical state. Their opposite, meta
desires are triggered by events and make a long-term impact on the mental state.

basic desires meta desires
are always valid triggered by events
influence physical state mental state
have short-term effects long-term effects

Table 1: different kinds of desires.

Basic desires propel a vehicle to go along the given path in a safe and optimal
manner:

drive fast — do not slow down for no reason;

follow the route — do not change the path for no reason;

obey the traffic rules — do not violate the Highway Code for no reason;
do not crash — avoid any obstacles.

As crucial for the agent’s survival and mission, they need to be taken into account for
each action of a CAV. For example, if a vehicle intends to turn left it needs to verify
whether: it would be better to accelerate first, this decision is in accordance with the
route, the phase of traffic lights allows to go in this particular direction and, finally,
there is no risk of a collision. However, the reoccurring phrase ‘for no reason’ signalizes
that the agent may decide to pursue all its desires but the last one only to some extent.
Specifically, the order of itemization reflects priorities: the wish to drive fast is the least
important whereas avoiding collisions is absolutely crucial and can invalidate preceding
desires. While the priorities are fixed, a particular basic desire may undergo changes
dictated by a meta desire.

Meta desires are supposed to make the CAV reason and react about external stimuli
in a different way:

— replan the route — if anything unexpected happens;
— cooperate with platoons — if there is such a possibility;
— coordinate traffic — if car approaches an intersection.

Again, desires are ordered deliberately in a linear manner. E.g., ‘replan the route’
should be considered before joining a group — otherwise it might be necessary to cancel
the participation almost immediately. Also, as long as a CAV follows the platoon leader
it does not need to coordinate traffic at any intersections. However, in contrast to basic
desires, meta desires can be considered in a different sequence with no other side-effects
than decrease in efficiency. In contrast to basic desires, meta desires do not influence
the agent’s behaviour until certain events take place. When triggered, they result in
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long-term modification of an agent: coordination of traffic influences beliefs about the
environment; joining a platoon replaces basic desire ‘follow the route’ with a desire
‘stay in platoon’; finally, replanning the route changes the vehicle’s goals.

In our model ‘goals’ are defined as the vehicle’s achievement (not maintenance)
tasks that are assumed to be consistent, valid and specified in advance. In practice, goals
constitute the reference points for desire ‘follow the route’: they determine sequence of
physical parameters, like position, speed and orientation, that need to be obtained by
the agent.

A CAV’s response to a mixture of various constraints and obligations is modelled as
its intention: commitment to an action planned along with the desires and their priori-
ties. Here our approach diverges again from the standard model. We propose the design,
where a commitment results from the practical reasoning that involves not one but all
basic desires. The process is performed by the core of the agent architecture.

3 Agent architecture

The architecture of a CAV defines modules that manage mental and physical aspects of
a self-driving car as well as their interdependencies. For our application we propose the
scheme presented in Figure 1.

Environment

Agent

Meta desires

4 1 Goals

Fig. 1: the agent architecture; an arrow from A to B informs that B is directly influenced by some
changes in A: if B uses A an arrowhead is filled; if B is modified by A an arrowhead is empty.

3.1 Knowledge

The base of the reasoning process is the agent’s knowledge: findings about the envi-
ronment and the internal state. The former are represented as a nested hierarchy of
interacting instances, which are compliant with some specific schemas. The other kind
of knowledge refers to the way in which various mechanisms work. This information is
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encoded within algorithmic procedures that allow to predict consequences of potential
actions and future events, e.g. if an agent knows how speed changes due to accelera-
tion, it is able to compute its braking distance. Concerning a CAV’s internal state, its
parameters have a finite and well-defined accuracy.

For the sake of example, Algorithm 1 presents an inbuilt method which is used by a
car to check, if it should slow down and thereby increase the distance to the neighbour in
front. The function takes the CAV instance as its only parameter and returns a boolean
value. It is allowed to access all of the agent’s data, just like in line 2, where a call to
another procedure provides information about the vehicle’s speed. In order to find the
shortest breaking distance for an arbitrary deceleration and the given velocity value,
the algorithm refers to known facts — kinematics laws (line 3). Other sources of beliefs,
sensors and communication, are used for retrieving the model of the car in front (line 4).
Next, in line 5, an agent is able to verify relevant conditions and match appropriate
instructions with the current state of the environment: unless there is a car in front, it
is not sensible to consider decelerating any further. In the opposite case, the procedure
accesses data contained in the model of the other CAV, computes the braking distance
for the speed value and gets information concerning the distance between itself and its
neighbour.

Algorithm 1 An examplary algorithm used by a modelled CAV

Input: self —the CAV that runs the computations
Output: true if it should slow down or false otherwise
1: procedure should_the_car_slow_down
: my-speed < sel f.GETCURRENTSPEED()
my-braking-distance < COMPUTEBRAKINGDISTANCE(my-speed)
car_in_front < sel f.GETCARINFRONT()
if car_in_front = NULL then
return false

end if
their_speed < car_in_front.GETCURRENTSPEED()
their_braking.distance <— COMPUTEBRAKINGDISTANCE(their_speed)
distance_between < sel f.GETDISTANCETO(car_in_front)

return my_-braking_-distance > their_braking_distance + distance_between
. end procedure

ot ko
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3.2 Goals

Goals are defined at the very beginning of the vehicle’s ‘lifetime’, but may be changed
adequately to the situation later on. A single goal determines a physical state the CAV
should achieve: it requests the agent to get to a certain place and be oriented towards a
given direction. Additionally, the vehicle might be asked to acquire particular speed or
acceleration.

Since goals describe the CAV’s route, an agent needs to purse them in a fixed order.
Also, the tasks are one-off: as soon as any of them is fulfilled, it becomes no longer
valid. Thus, the most appropriate structure for organizing them is a stack: a CAV always
strives to complete a target at the top. It is assumed that subsequent tasks are consistent,
but future goals can be altered by meta desires (arrow 7 in Figure 1).
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3.3 Reasoning pipelines

Basic and meta desires should be separated. First, they generate behaviours of differ-
ent nature and independently interact with other modules. Secondly, they cannot share
computational resources: costly deliberation must not stop the agent from reacting to
rapid changes in its immediate environment.

Basic reasoning pipeline The basic-reasoning module is divided into separate units of
code that correspond to individual basic desires and create a plan of actions for the near-
est simulation step. The plan is modified and confirmed in its final version by each unit.
Since some basic desires are more important than other, the whole process is organized
as a pipeline. It is performed sequentially and in a fixed order (the central controller
calls units one by one): the initial plan of actions is first modified by low-priority layers
and then it is redesigned and acknowledged by layers of higher priorities. That way,
consecutive modifications to a planned commitment can be automatically applied (they
are more important than a currently designed plan): contrary to similar subsumption
architecture [2], there is no need for interfaces nor communication between the layers.

The basic-reasoning process is presented in Figure 2. It starts with creating an initial
plan of actions, which orders the car to move forward with its current configuration.
Afterwards, this neutral proposal is altered in accordance with basic desires, where
units of high priority can modify or reject low-priority suggestions. For example, a self-
driving vehicle may modify its route to avoid a car crash. The resulting plan is executed
by the vehicle’s effectors (arrows 6 in Figure 1).

environment

Fig. 2: the pipeline constituted by basic desires.

We assume that a CAV is ready to perform basic reasoning always when it is neces-
sary and the process takes a fixed amount of time. Things are different in case of meta
desires.

Meta reasoning pipeline Whereas basic desires make the agent react to the environ-
ment, meta desires propel vehicles to shape the environment (arrow 5 in Figure 1).
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Meta desires involve time-consuming computations (e.g. when replanning the route) or
communication with other cars (e.g. when creating a platoon). Initially, we designed
each of them to work in a separate thread (M T") and spawn an additional worker thread
(WT) if needed, not to block or slow down other modules of the system. Since meta
desires can impact decisions of each other (e.g: replanning the route may open opportu-
nities to join a platoon), their corresponding units exchange messages via the framework
controller. Figure 3 presents the resulting pipeline.

event
environment

¥ hJ

message buffer /r ‘message buffer /» message buffer
Mt | owr | mr | owr h Mt | wr
Replan The Route Cooperate With Platoons Coordinate Traffic

Fig. 3: the pipeline constituted by meta desires.

4 System architecture

Apart from the agent architecture another mechanism needs to be designed: the one
that manages the simulation of hundreds of CAVs as a whole. Here we need to take into
account limited computing resources of a desktop computer.

4.1 Single-thread agents

We begin with determining the potential number of threads needed for the simulation.
Mainly due to separation of meta-desire units, hundreds of CAVs result in at least thou-
sands of threads and, thereby, in significant overhead for switching the context as well
as troublesome synchronization. To limit the number of threads, we decide not to handle
meta desires in parallel, but rather to perform both kinds of reasoning in the same sin-
gle thread. Now the meta-reasoning pipeline is similar to its basic counterpart: a CAV
regularly considers meta desires in accordance with their linear order.

To apply this solution, vehicle needs to initialize the pipeline with a sufficient fre-
quency to be able to react in time. For the same reason, algorithms performed formerly
by main threads of meta desires cannot consume too much of resources. Advanced com-
putations (e.g. finding a common path with a platoon’s one) should be offloaded to a
thread pool: a group of threads spawned by the program at the start. An optimal pool’s
size can be determined, based on the probability distribution of task requests [21].
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To simplify the agent architecture further, communication between vehicles and in-
frastructure is not handled in a parallel thread. Thanks to determinism of protocols, after
CAVs publish all indispensable data, each car is able to find the outcome of potential
communication without exchanging messages. For example, an agent intending to join
the platoon can directly check whether the number of grouped CAVs allows him to join
the platoon: in contrast to the real-world situations, it does not need to ask for acknowl-
edgements. The resulting practical reasoning is presented as Algorithm 2. Algorithm 3
shows an examplary procedure check conditions of a unit handling meta desire
replan the route. The procedure, given information about the environment (I) and mes-
sages from preceding meta desires (M), decides on modifications to a vehicle route and
switches between basic desires: wander around and follow the route.

Algorithm 2 Practical reasoning of a CAV

1: procedure CREATE A PLAN

2: for each item D in meta desires do

3: M <« D.read messages from the buf fer

4: I < D.learn about the environment

5: triggered <— D.check conditions(M, I)

6: if triggered then

7: D.compute and prepare optimizations

8: end if

9: D.adjust basic desires > optionally
10: end for

11: P «+ empty plan > just keep going forward
12: for each item D in basic desires do

13: I < D.learn about the environment

14: P «+ D.adjust the plan(P, I)

15: end for

16:  return P
17: end procedure

4.2 Single-thread system

The altered agent architecture is supposed to be a compromise between technology
restrictions and ability to mimic the world accurately enough. Single-thread agents in-
troduce an additional difficulty: simulated CAVs need to provide the information that
is necessary for others in a synchronized way. In practice each CAV has to know at
least the plan prepared by the car in front (only then it can adjust its speed and avoid a
rear-end collision). It is not straightforward how to reconcile this condition with other
properties of the simulation:

1. CAVs run their computations in parallel,
2. CAVs can ‘predict’ future ¢, seconds of their local environment,

Thereby, we introduce new variables:

— t. —time to communicate and get data,
— t, — time to reason about actions for next ¢, seconds.
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Algorithm 3 Unit replan-the-route

1: procedure CHECK CONDITIONS(M, I)
if any route became passable(I) then
triggered < true; update beliefs
end if
if WT has finished its work then
if there is no route then
triggered < true; wander around < true
return
end if
if should apply the new route(I, M) then
save the old route as fallback and apply the new one
end if
end if
if current goal cannot be obtained(I, M) then
if no fallback route is applicable now then
triggered < true; wander around < true; return
end if
apply the fallback route
end if
if future goals cannot be obtained(I, M) then
triggered < true; return
end if
: follow the route < true > do not wander around
24: end procedure

DO B PO DD =t b bt bt bt et ek ek et et
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Values of ¢, and ¢,- depend on ?,,: the more predictions to be made and the more actions
to design, the greater are ¢, and ¢,. For purposes of the following examples, let the
variables be assigned some fixed values: ¢, = 6s,{. = 1sand ¢, = 1s.

Single-agent scenario Given these constraints, we consider a situation, where a single
vehicle drives on an empty road. It is able to deduce what the environment will look like
during next 6 s and needs 1 s to plan its actions. As soon as it finishes the reasoning, the
resulting plan is valid for 5s. The optimal strategy for a CAV is presented in Figure 4.
Light grey color designates intervals for which the vehicle has already designed actions.
Time spent on executing plans is marked with the dark shadow, whereas periods for
which there were/are no commitments are left blank. A red hourglass represents the
reasoning.

I e T .
\II\II\\II\]’

)
15 20 time [s

Fig. 4: after 12 s the agent realized 1/5 of the current plan and has commitments for next 4 s.

During the first second the car remains still (it has no plan of what to do) and rea-
sons about the future. For the following interval of 4s it executes planned actions. In
the 6th second of its drive the vehicle continues to perform designed actions but also, si-
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multaneously, reasons about the forthcoming 5 s. This way the CAV can drive smoothly
while the reasoning is performed as rarely as possible.

Multiagent scenario In the multiagent scenario there are n vehicles on a one-lane road
that passed the traffic lights and one that has to wait for the green light (the car m), as
shown in Figure 5. Each of them plans its actions using the same basic-reasoning. How-

Fig. 5: a multiagent scenario on a one-lane road.

ever, in this case, the single-car strategy cannot be applied: CAVs function concurrently
but they are not fully independent. For each 1 < ¢ < n, commitments of car #(i — 1)
are essential for decisions of car #i. Thus, a vehicle needs to perform the reasoning more
often than it would for its own purpose. Figure 6 illustrates what happens if a CAV #1
applies the single-agent scenario.

Fig. 6: the single-agent strategy in the multiagent scenario.

Like previously, car #1 starts with no plan and during the first second it prepares
actions for the future (6a). As soon as car #1 finishes the planning, it sends required
data to car #2. This process takes time ¢. and is symbolised by a down arrow. After 3 s,
both CAVs know what actions to take during the following interval of 3s (6b). Car #2
is not able to prepare a full-length plan, because the neighbour in front has not yet made
any decisions regarding the 7th and 8th second. When car #1 in front starts to consider
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the next period (6¢), it is too late for car #2 to prepare for the following interval of 2s.
After 8s, the situation repeats itself and both vehicles again follow their plans for the
three-second future (6d).

Frequency of reasoning Unlike in the discussed situation, agents have to be able to
design their actions in advance. Hence, CAVs need to perform the reasoning whenever
neighbours ask for information. We call this Reasoning On Demand and present it in
Figure 7 (7a and 7b correspond to 6¢ and 6d respectively).

Fig. 7: car #1 creates plans incrementally.

After first 3 s car #2 requests data necessary for practical reasoning. Car #1 has already
defined the commitments for the next 2s but, to provide as much data as possible, it
plans additional actions for further 3s. When the car at the back obtains the data both
agents have their plans ready until the 9th second (7a). Then, another cycle begins:
car #1 has to provide the neighbours with necessary information. Due to this arrange-
ment, the CAV in front plans actions for shorter intervals but more frequently — every
3 s (Subfigure 7b). For n vehicles in the line, the period T', with which agents need to
perform the reasoning equals t,, — nt,, — (n — 1)t.. Also, T must satisfy the condition
t, < T, otherwise CAVs are not able to prepare their plans on time.

Our solution For simplifcation purpose, Reasoning On Demand can be reduced to
the mechanism presented in Figure 8. Here, the simulation time ‘freezes’ while agents

.

Fig. 8: Simplified Reasoning On Demand, T’ = 5

collect necessary information and plan what to do for the next 7' seconds. After the
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normal time flow is restored, CAVs execute their actions. That way, the scenario where
they exchange messages and drive simultaneously is imitated with just one difference.
Reasoning On Demand requires a car #i to prepare a plan based on current observations
and commitments of a car #(¢ — 1) adopted from ¢ to (¢. + t¢,.) seconds ago, whereas in
the proposed arrangement CAVs reason about the up-to-date environment and equally
new plans of the car in front. The discrepancy matters only in non-deterministic world,
where a plan prepared later takes into account reactions to recent random changes and
the sooner one does not. For example, the car at the back is informed in advance that the
car in front will brake due to an unexpected event. Hence, during the reasoning phase,
the CAV at the back pretends not know about non-deterministic situations before they
actually take place.

Consequently, the modified Reasoning On Demand is consistent with the original
version and permits to run computations for all agents in a sequential manner, resulting
in:

simplicity of the mechanism: an easier way to implement, analyse and debug the
program;

repeatable behaviour of agents, which is not altered by overheads and management
of multiple threads;

— a guarantee that vehicles get necessary data with no delays: if CAVs perform their
tasks in parallel their threads interleave in accordance to an uncontrolled schedule

ability to control the value of T": one of the goals for our future research is deter-
mining the optimal period of reasoning and its dependency on other parameters,
e.g. maximal allowed speed.

On the downside, there is a concern, that the single-thread solution does not utilize
multicore processors. To address this issue we propose splitting the computations
into parts that involve mutually independent areas of the simulation environment. It
is possible thanks to signal controls that stop the traffic along a given direction, as
illustrated by Figure 5: car #m, does not need any data from car #n if the red phase of
traffic lights lasts for at least another 7" seconds.

The discussed improvements result in a powerful and efficient architecture for the
simulation framework, presented in Figure 9. Interactions between particular modules
are marked with numbered arrows (similarly as in case of Figure 1):

1. A controller manages meta reasoning within a single independent area. It keeps
agents organized in a line and initializes the process sequentially. If a CAV awaits
information from another vehicle it is pushed at the back of the queue and resumes
its computations later.

2. The second controller operates in an analogical way but is responsible for basic
reasoning.

3—4. Time-consuming algorithms used for meta reasoning are offloaded to a pool of
worker threads, which is shared between all the agents.

5-6. Vehicles are able to influence the environment directly, e.g. by coordinating the
traffic at intersections with no signal control.

7. CAVs know their own state. These data can be accessed directly by other agents via
imitated communication.
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8-9. Beliefs representing the public knowledge are models and procedures common for
all cars. Information that a CAV is allowed to retrieve is limited in distance.
10. Every change in the environment is immediately recorded and expressed as avail-
able data.

Meta-reasoning Basic-reasoning
o
\Q\\ Environment __/_#//

3 . _ 4

| Thread pool - Agent Agent - Thread pool
<i1 | Beliefs 7 : Beliefs ri)
A A
8 3 10 9

®  Commonbeliefs @

Fig. 9: the architecture of the whole system.

5 Discussion

Even though BDI has been recently considered in the context of CAVs its potential has
not been utilized: existing architectures are either solely reactive [11] or focus on just a
single kind of interactions [17]. More general solutions that combine reactiveness and
proactivity, like [16,23], or classical MAS, like [24,6], are not oriented towards unique
properties of self-driving cars and their environment. To our best knowledge validated
models of CAVs like [13,18,25] do not incorporate all of the features characteristic
for our design. However, the proposed architecture derives inspiration from existing
solutions [2,10,8,22,1,15] and incorporates some of their suitable ideas.

A unique feature of our system is comprehensibility of procedures that implement
mechanisms of driving and dependencies between them. This enables end-users to mod-
ify algorithms of CAV steering and the configuration easily. We created a prototype ver-
sion of the simulation framework which proves feasibility of our design. The program
can be used to test various techniques that coordinate traffic at intersections and to find
out how making a road impassable influences total time travelled by the CAVs. We aim
to enhance the tool with an additional module for finding routes that satisfy specific
requirements, investigate how agents of different attitudes are able to coexist and verify
if gamification systems could be an efficient solution to traffic jams in cities.

Concerning the expected future of our simulation, most important properties of the
proposed architecture include:
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— extensibility — assured by the system modularity, especially in case of reasoning
pipelines, where manoeuvres are implemented by separate units;

— resilience — guaranteed in case of malfunction of a desire-related unit (units are not
aware of each other); also, if no meta procedures are executed, the basic reasoning
is capable of driving the car on its own;

— scalability — is problematic, mainly due to the sequential reasoning process and
micro-scale precision.

Currently our prototype is meant for small-scale traffic: the maximal considered
area should correspond to an average district in a big city with a thousand of travelling
vehicles at most. Such scale of computations already allows us to observe major traffic
phenomena (e.g. creation of traffic jams, efficiency of coordinated intersections) and
can be supported by a single PC.

To run the simulation for a larger scale and keep all its advantages intact, we need
to leverage high reasoning costs, for example by parallelizing the computations as sug-
gested in the previous section. If, in the following stages of our research program, there
is a need to increase efficiency of our framework further, the main property of the model
that should be preserved at all costs is its BDI basis: these abstractions and mechanisms
allowed us to simulate variety of interactions between CAVs, including paradigmatic
activities like cooperation, coordination and communication, while enforcing modular-
ity and simplicity of the system.
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